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ABSTRACT
The response of climate to ozone perturbations caused by regional emissions of NOx or CO has been studied through
a sequence of model simulations. Changes in O3 and OH concentrations due to emission perturbations in Europe and
southeast Asia have been calculated with two global 3-D chemical tracer models(CTMs; LMDzINCA and Oslo-CTM2).
The radiative transfer codes of three general circulation models (GCMs; ECHAM4, UREAD and LMD) have been used
to calculate the radiative forcing of the O3 perturbations, and for a subset of the cases full GCM simulations have been
performed with ECHAM4 and UREAD. The results have been aggregated to a global number in two ways: first, through
integrating the global-mean radiative forcing of a sustained step change in emissions, and second through a modified
concept (SGWP

∗
) which includes possible differences in the climate sensitivity of O3, CH4 and CO2 changes. In terms of

change in global tropospheric O3 burden the two CTMs differ by less than 30%. Both CTMs show a higher north/south
gradient in the sensitivity to changes in NOx emission than for CO. We are not able to conclude whether real O3

perturbations in general have a different climate sensitivity from CO2. However, in both GCMs high-latitude emission
perturbations lead to climate perturbations with higher (10–30%) climate sensitivities. The calculated SGWP

∗
, for a

100 yr time horizon, are negative for three of the four CTM/GCM combinations for European emissions (−9.6 to +6.9),
while for the Asian emissions the SGWP

∗
(H = 100) is always positive (+2.9 to +25) indicating a warming. For CO the

SGWP
∗

values (3.8 and 4.4 for European and Asian emissions respectively, with only the Oslo-CTM2/ECHAM4 model
combination) are less regionally dependent. Our results support the view that for NOx, regionally different weighting
factors for the emissions are necessary. For CO the results are more robust and one global number may be acceptable.

1. Introduction

According to the principle of comprehensiveness embedded in
the UN Framework Convention on Climate Change (Article 3.3),
policies and measures to mitigate human-induced climate change
should “cover all relevant sources, sinks and reservoirs of green-
house gases”. The Kyoto Protocol of 1997 regulates emissions
of carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O),
perfluorocarbons (PFC), sulfur hexafluoride (SF6) and hydroflu-
orocarbons (HFC). However, there are several other source gases
that are likely to make a significant indirect contribution to an-
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thropogenic radiative forcing of climate by affecting the concen-
trations of other climate forcing agents through complex chem-
ical processes in the atmosphere. Tropospheric ozone (O3) is
important in this context; it is believed to have caused a radia-
tive forcing since pre-industrial times of a similar size to that
of methane (e.g. IPCC, 2001). The magnitude of this forcing
is uncertain because inadequate observations of the change in
ozone concentrations necessitate the use of numerical models
to simulate that change. Furthermore, changes in chemical pro-
cesses and the concentrations of OH, the main oxidizing agent in
the troposphere, are likely to have led to changed lifetimes and
concentrations of various Kyoto gases such as CH4 and HFCs
(Crutzen, 1987; Fuglestvedt et al., 1996).

The gases currently regulated by the 1997 Kyoto Protocol
are long-lived so that they are relatively well-mixed in the tro-
posphere and the concentrations are largely independent of the
location of the emissions. By contrast, the impact on climate
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of short-lived gases could be very sensitive to the geographical
location of their emissions, as the resulting changes in concentra-
tion are inhomogeneous. For some short-lived species like HFC
the response of climate to emissions is linear but dependent on
the location of the emissions, while for ozone precursors the sit-
uation is more complicated. First, the magnitude of ozone and
OH perturbations caused by emissions of the short-lived species
depends on the physical and chemical background (in particular
the NOx level) in a non-linear way (Isaksen et al., 1978; Lin et al.,
1988; Fuglestvedt et al., 1999; Berntsen et al., 2005). Second, the
radiative forcing from changes in ozone depends on where these
changes occur. It is well-established that changes in upper tro-
pospheric ozone concentrations lead to a larger radiative forcing
(e.g. Wang and Sze, 1980; Lacis et al., 1990) than changes nearer
the surface; and changes in ozone in the tropics and subtropics
have a considerably larger (up to a factor of 2) impact on radia-
tive forcing than changes at high latitudes (e.g. Berntsen et al.,
1997). Third, there is the possibility that the climate sensitivity
parameter, λ, which relates globally averaged radiative forcing
(RF) to global-mean temperature change at equilibrium (�T eq =
λ RF), could be different from its value for homogeneous carbon
dioxide changes for certain climate change mechanisms, such as
changes in tropospheric ozone (Hansen et al., 1997; Sausen et al.,
2002; Joshi et al., 2003; Mickley et al., 2004). In addition, the
inhomogeneity in the forcing can be expected to lead to some
inhomogeneity in climate response, relative to that for carbon
dioxide changes; it is possible that the wider societal impacts
of such inhomogeneous temperature changes would differ from
those due to the same global-mean radiative forcing due to CO2

changes.
Given the likely significant contribution from tropospheric

ozone to radiative forcing since pre-industrial times (IPCC,
2001), the “comprehensiveness”, and thus potentially the cost-
effectiveness, of the future revisions of the Kyoto Protocol could
be enhanced by inclusion of short-lived gases with indirect ef-
fects. However, expansion of the comprehensive approach to
include emissions of short-lived gases with inhomogeneous ef-
fects that vary depending on location may be difficult due to
complex processes and large uncertainties. To do this on a sci-
entifically sound basis, within the current operational basis of
the comprehensive approach based on global warming poten-
tials (GWPs) for conversion to ‘CO2 equivalents’, would most
likely require that, for example, NOx emissions were given ge-
ographically varying GWP values (e.g. Johnson and Derwent,
1996; Derwent et al., 2001; Wild et al., 2001). These GWP val-
ues will to a large degree depend on calculations with chemical
tracer models (CTMs) and radiative transfer models (RTMs). To
make the inclusion of short-lived climate gases feasible in the
further development of climate policies requires scientific cred-
ibility of the derived RF and GWPs which again means that the
results should not be too model dependent. In principle, since the
effects on OH and O3 depend on the time and location of emis-
sions, the GWPs should be given with a resolution that takes this

into account. But there is a trade-off between political feasibility
and scientific accuracy, and to avoid making this too complicated
the GWPs must be given as global or regional as well as yearly
or seasonal averages.

In this paper we investigate the impact of NOx and CO emis-
sions in two different regions of the world (southeast Asia and
Europe) on tropospheric ozone, oxidation capacity and radia-
tive forcing and spatial temperature response. We use two global
3-D CTMs and three general circulation models (GCMs) which
enable us to explore the degree of model dependency related to
these questions. We discuss the different responses to changes
in emissions in terms of concentrations and lifetimes, radiative
forcing, the climate sensitivity parameter and the different spatial
patterns of temperature changes. Finally, we use the combined
results, including the information about differences in the climate
sensitivity of regional radiative forcings, to derive emission in-
dices (i.e. CO2 equivalent emissions) for NOx and CO emissions
from Asia and Europe based on a modified GWP concept.

2. Experimental design

It has been common to use RF as a metric for comparing different
contributions to climate change. This is implicitly making the
assumption that although the value of the climate sensitivity
parameter, λ, is poorly known it is independent of the particular
mechanism causing that RF. This assumption carries over to
the use of GWPs for comparing different emissions. However,
several recent papers (e.g. Hansen et al., 1997; Christiansen,
1999; Forster et al., 2000; Rotstayn and Penner, 2001; Stuber
et al., 2001; Joshi et al., 2003) have brought this key hypothesis
under increasing scrutiny.

In order to select an appropriate set of numerical experiments
for this study we have been guided by two main ideas. First,
the regional perturbations of the climate system should have a
more realistic character than the largely idealized patterns used
in previous papers on global climate response to a spatially in-
homogeneous forcing (e.g. Hansen et al., 1997; Christiansen,
1999; Joshi et al., 2003). Ozone is the major gas-phase forcing
agent with a short enough lifetime to cause a significantly inho-
mogeneous distribution of radiative forcing, and has thus been
chosen as the key forcing agent for this study. Second, as both the
patterns of change of ozone concentration due to the emission of
short-lived precursors (e.g. Jacob et al., 1997; Gauss et al., 2003)
and the response of temperature to inhomogeneous changes in
ozone (Joshi et al., 2003) are severely model dependent at this
stage, we felt that a variety of models ought to be employed in
order to yield a reasonable impression of the current range of
uncertainty.

Four basic cases of emission perturbation were chosen to form
the input for the models involved: regional enhancement of emis-
sions of NOx or CO for either Europe or southeast Asia. Table 1
gives the area of the perturbations and the magnitude of the
emission perturbations. In the CTMs the emission perturbation
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Table 1. Description of emission perturbations used in the CTMs

Perturbation Region Emission (fossil fuels)

CO-Europe Europe (40◦–60◦N, 10◦W–20◦E) +40 Tg yr−1 of CO
CO-Asia SE Asia (10◦–30◦N, 100◦–120◦E +40 Tg yr−1 of CO
NOx-Europe Europe (40◦–60◦N, 10◦W–20◦E) +1 Tg(N) yr−1 of NOx
NOx-Asia SE Asia (10◦–30◦N, 100◦–120◦E +1 Tg(N) yr−1 of NOx

(e.g. +1 Tg(N) yr−1 of NOx) was defined by enhancing the emis-
sions from fossil fuel combustion only by the same factor across
the whole region. The emissions used for the reference case are
equal in the two CTMs and described in Section 3.

The inclusion of both NOx and CO is motivated by the dis-
tinctive chemistry–climate impact these two precursors create
through their respective feedbacks on ozone on the one hand
and on methane on the other. The key regions of Europe and
southeast Asia have been chosen to represent both an extratrop-
ical and a tropical perturbation, which offers the possibility to
check if the findings of Joshi et al. (2003) with respect to differ-
ent climate sensitivities for different latitudinal regimes can be
reproduced for more realistic perturbations.

Two different CTMs (to be described in the next section)
have been used to calculate distributions of change in ozone and
changes in methane lifetime for each of the four emission sce-
narios. The resulting ozone perturbations were then transferred
to three different GCMs (also described later, in Section 3) in
order to calculate the radiative transfer, yielding first a sample of
six RF realizations for each of the basic emission scenarios. The
RF due to methane changes, caused by changing the oxidation
capacity of the atmosphere, could be calculated in a simpler way
(cf. Sections 4 and 5). However, the equilibrium climate change
experiments designed to determine the response of climate and
the climate sensitivity parameter could not be performed for all
GCMs for each scenario due to the excessive computer resources
required for this task. A subsample of seven cases (six patterns
of ozone change plus a homogeneous increase in methane con-
centration) was selected instead and will be described in detail in
Section 6. In most cases more than one GCM was used to retain
an impression of possible model uncertainties. Equilibrium cli-
mate change experiments require a certain magnitude of forcing
as the signal to noise ratio must be large enough to detect a statis-
tically significant response of, say, the distribution of surface air
temperature. This magnitude is not reached by the ozone pertur-
bations delivered from the CTMs, which all are characterized by
RFs lower than 0.01 W m−2. Hence, each of the forcings selected
for the climate simulations have been scaled to a global-mean RF
value of about 1 W m−2, first to avoid the statistical problems just
mentioned and second to ensure a maximum of comparability
with respect to the resulting climate sensitivity values. This kind
of approach has been successfully established in previous papers
(Hansen et al., 1997; Stuber et al., 2001; Joshi et al., 2003).

In a last step, the various results of radiative forcing and cli-
mate sensitivity (including the intermodel variability) have been
used to calculate a modified GWP for NOx and CO emissions in
Europe and Asia. These calculations will be described in detail
in Section 7.

3. Model description

3.1. Chemical transport models

LMDz (version 3.3) is a GCM developed initially for climate
studies (Sadourny and Laval, 1984). The model has been adapted
in order to simulate the transport of trace species and is coupled
on-line to the chemistry–aerosols model INCA (INteraction with
Chemistry and Aerosols). The present version of the model has
19 hybrid levels from the surface to 3 hPa and a horizontal res-
olution of 2.5◦ in latitude and 3.75◦ in longitude. The large-
scale advection of tracers is performed using a finite-volume
transport scheme Van Leer (1977) as described in Hourdin and
Armengaud (1999). Convective transport is simulated using a
mass flux scheme (Tiedtke, 1989). The planetary boundary layer
scheme is based on a second-order closure approximation. The
current version of the model uses a CH4–NOx–CO–O3 chemical
scheme representative of the background chemistry of the atmo-
sphere and including 19 photochemical reactions and 66 chem-
ical reactions. INCA calculates on-line the time evolution of 33
chemical species and tracers with a time step of 30 min. In the
present version of the model, the feedback of the chemistry on the
radiation is not taken into account. A zonal and monthly ozone
climatology is prescribed above the tropopause based on Li and
Shine (1995). An interactive lightning NOx emission scheme
is used in the model (Jourdain and Hauglustaine, 2001). While
the LMDz GCM wind fields can be relaxed towards the Euro-
pean Centre for Medium Range Weather Forecasting (ECMWF)
reanalysis, this model feature is not activated in the version of
LMDz used in this study and the GCM winds fields, temper-
ature, humidity and cloudiness are used to drive the transport
and chemistry of the chemical species. A detailed description
and evaluation of the model is provided by Hauglustaine et al.
(2004).

The University of Oslo CTM2 model (hereafter denoted by
UiO) is an off-line chemical transport model that uses pre-
calculated meteorological fields to drive the chemical turnover
and distribution of tracers in the troposphere (Sundet, 1997;
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Kraabøl et al., 2002). The resolution is T21 (5.6◦ × 5.6◦) in
the horizontal and 19 levels from the surface up to 10 hPa in the
vertical. The meteorological input data have been generated for
the year 1996, by running the Integrated Forecast System (IFS)
model at ECMWF in a series of 36 h forecasts starting from
the analysed fields every 24 h. Linking together the last 24 h
of the forecasts gives us a continuous record of input data. The
advection of chemical species is calculated by the second-order
moment method (Prather, 1996). Vertical mixing by convection
is based on the Tiedtke mass flux scheme (Tiedtke, 1989). Tur-
bulent mixing in the boundary layer is treated according to the
Holtslag K-profile scheme (Holtslag et al., 1990). The chemical
scheme includes 62 chemical compounds and 130 gas-phase re-
actions in order to describe the photochemistry of the troposphere
(Berntsen and Isaksen, 1997, 1999). The scheme is solved using
the quasi-steady-state approximation (Hesstvedt et al., 1978).
Photodissociation rates are calculated on-line, following the ap-
proach described in Wild et al. (2000). NOx emissions from
lightning are coupled on-line to the convection in the model us-
ing the parametrization proposed by Price and Rind (1993) and
the procedure given by Berntsen and Isaksen (1999).

The reference simulation for both models (UiO and
LMDzINCA) is defined based on the IPCC (2001) OXCOMP in-
tercomparison exercise (Prather et al., 2003; Gauss et al., 2003).
The CO and NOx emission strengths are prescribed according
to OXCOMP, except for biomass burning emissions which are
specific to each model. The version of LMDzINCA used in this
study does not include an explicit scheme for degradation of
non-methane hydrocarbons (NMHC). Therefore, secondary CO
emissions are introduced in the model based on the estimates in
Chapter 4 of IPCC (2001). Replacing the NMHCs by additional
CO emissions leads to reduced production of peroxy radicals,
and thus lower ozone production. Lightning NOx emissions are
constrained to 5 Tg(N) in both models. All the chemistry simu-
lations are run for 18 months including a 6 month spin-up.

3.2. General circulation models

The two GCMs used for the radiative forcing calculations as well
as for the equilibrium climate change simulations are identical to
those used in Joshi et al. (2003), thus a brief description is suffi-
cient here. The models are designated as ECHAM4 and UREAD
throughout this paper, the first being a sophisticated GCM while
UREAD represents a so-called intermediate GCM with less so-
phisticated physics and hence a lower computational demand.
UREAD has the largest vertical domain, reaching up to 1 hPa
with 19 layers in the vertical. ECHAM4 has the same number
of layers but has its highest full level at 10 hPa. ECHAM4 has
a horizontal resolution of spectral T30 (approximately 4◦) and
UREAD is spectral T21 (approximately 6◦) latitude. Both GCMs
include a module describing changes of the oceanic mixed-layer
temperature, using prescribed heat fluxes derived from a control
run, and both include a module describing the sea ice cover. All

models, including the LMD GCM (see also Joshi et al., 2003) are
capable of calculating the stratosphere-adjusted RF according to
the fixed dynamical heating approximation. The radiation code
from the LMD GCM is used in the calculations of the radiative
forcing presented in Section 5; the calculations are performed
on a 7.2◦ × 10◦ horizontal grid and 19 levels in the vertical, with
an upper level at 10 hPa. However, we do not use climate change
results from the LMD GCM here, because it was shown by Joshi
et al. (2003) that simplifications in the representation of sea ice
in that model led to an unrealistic sea-ice albedo feedback which
make this model less suitable for studying the impact of regional
differences in forcing, which are the focus of this paper. As for
those GCMs used for the equilibrium climate change simula-
tions, there is a factor of 2 difference in the climate sensitivity to
changes in CO2 between the two models and hence any robust
features emerging from a comparison with these models might
be expected to be present in GCMs more generally.

4. Impact on chemical composition

Enhancing the emissions of either NOx or CO in Europe or
southeast Asia does in general enhance ozone concentrations
by increasing the photochemical production of ozone. However,
the efficiency of the ozone enhancement does vary significantly
by both region and season depending non-linearly on the back-
ground levels of primarily NOx (the catalyst in the ozone produc-
tion) but also on CO, VOCs, sunlight, etc. (e.g. Crutzen, 1987;
Lin et al., 1988; Berntsen et al., 2005).

Figure 1 shows the zonally and annually averaged perturba-
tions of ozone for the four emission perturbations used in the
two CTMs (cf. Table 1).

Increasing the CO emissions by 40 Tg yr−1 in either Europe
or southeast Asia leads in both CTMs to enhancements of ozone
by 0.2–0.4 ppbv (parts per billion by volume) in the upper tropo-
sphere/lower stratosphere (UT/LS) region in the Northern Hemi-
sphere (upper panels in Fig. 1). The magnitude of the ozone
perturbations decreases closer to the surface in both CTMs. Al-
though the CO perturbation itself decreases with altitude, the
higher NOx concentrations in the UT/LS region enhances the
ozone production compared with the middle free troposphere.
Further down, in the planetary boundary layer (PBL), the higher
background NOx concentrations enhance ozone production (by
the CO perturbation). However, the lifetime of ozone in the
PBL is much shorter than in the free troposphere due to more
rapid chemical loss and dry deposition of ozone at the surface,
thus limiting the ozone enhancement. The vertical gradient in
the ozone perturbation is more pronounced in UiO than in the
LMDzINCA model. This is due to more efficient vertical mixing
in the LMDzINCA model (Rogers et al., 2002; Berntsen et al.,
2003; Hauglustaine et al., 2004). However, due to the limited
observational data available that can be used to verify vertical
mixing in CTMs, it is not possible to decide which of the models
is most realistic in terms of vertical mixing.
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Fig. 1. Zonal and annual change in ozone mixing ratios (pptv) from the four emission perturbations defined in Table 1. Dashed lines show the
200 ppbv background ozone levels.

Since neither of the CTMs includes stratospheric chemistry,
the ozone concentrations in the stratosphere are treated as an
upper boundary condition. In the UiO model ozone concen-
trations are fixed at the upper boundary (10 hPa), while in
LMDzINCA ozone is prescribed closer to the tropopause (po-
tential temperature of 380 K). This difference explains why the
ozone perturbations (in particular for the low-latitude experi-

ments) extend to higher altitudes in the lower stratosphere in
the UiO model. Although this appears to be a major differ-
ence (e.g. in the CO-Asia case) it has been shown that the same
absolute ozone perturbation in and above the mid-stratosphere
has a significantly smaller effect on radiative forcing compared
with changes in the vicinity of the tropopause (e.g. Lacis et al.,
1990).
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The responses in ozone to the perturbations in NOx emissions
are of the same magnitude as for the CO perturbations, but as
expected the differences between the two regions are more pro-
nounced in the NOx cases due to the shorter lifetime of NOx
(lower panels in Fig. 1). In the NOx-Europe case both models
show the largest ozone perturbations in the middle free tropo-
sphere (4–10 km, and pole-ward of about 40◦N). In the PBL
over Europe adding NOx to the already high NOx concentra-
tions leads to a reduction in ozone in both models (see Fig. 2).
In the NOx-Asia case, the active convection in this region de-
posits NOx in the UT/LS region. Both CTMs calculate a dipole
pattern in the NOx perturbations during spring, summer and au-
tumn. In July NOx increases by more than 10 pptv (parts per
trillion by volume) in the UT/LS region in both models, while at
5 km altitude the increases are only 0–2 pptv. Nevertheless, the
ozone perturbation is more or less homogeneous in the vertical
above the PBL. Again, this can be explained by more efficient
ozone production at 5 km due to the low background NOx levels,
and the longer lifetime of ozone which allows for more vertical
mixing.

Due to relatively short lifetimes of the ozone precursors (in
particular NOx, which has a lifetime of generally less than 24 h in
the PBL) and also for ozone itself, there are significant gradients
in the ozone perturbations in the longitudinal direction as well.
Figure 2 shows the annual averaged change in the tropospheric
ozone column for the eight simulations. Due to the differences in
upper boundary formulation in the CTMs noted above, changes
in ozone at altitudes where the annual mean background ozone
level exceeds 200 ppbv are defined as stratospheric and are ne-
glected here.

For the CO experiments, there are small differences between
the two CTMs, both calculating a stronger increase (+30–50%)
in the ozone column for the CO-Asia case compared with the CO-
Europe case. In the CO-Asia case the increase is slightly higher
and more localized over the source areas in the UiO model.
As could be expected, the regional gradients become more pro-
nounced for the NOx cases. For the NOx-Europe case both CTMs
show a dipole structure in the column change with maximum in-
crease over southeast Europe and reduced ozone columns over
northwest Europe. The reduction is due to the reaction of the
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source gas NO with ozone, and reduced ozone production of
other NOx sources in this region with high background NOx
levels when additional NOx is added. The maximum increase
is significantly higher in UiO than in LMDzINCA (0.25 ver-
sus 0.10 Dobson units (DU)). In the UiO model the plume of
the elevated ozone column stretches across the Eurasian conti-
nent and as far as Alaska, while this plume is much less pro-
nounced in LMDzINCA, reaching only about 110◦E. A second,
but less pronounced, plume is visible in both models extend-
ing southwestwards to the central North Atlantic. By far the
largest perturbations in the local ozone columns are found for
the NOx-Asia case. Compared with the NOx-Europe case, the
lower background NOx levels and more available sunlight give
larger ozone production, while the chemical lifetimes of both pre-
cursors and ozone cause steeper horizontal gradients. The longer
lifetime of CO compared with NOx leads to more widespread
ozone changes with shallower horizontal gradients in the CO-
Asia case. Again the maximum in the UiO model is higher than
in the LMDzINCA model (1.5 and 0.75 DU respectively). Both
models predict plumes extending eastwards across the Pacific at
20–40◦N, and westwards towards eastern Africa at 10–30◦N. At
about 30◦ (3000 km) downstream from the maximum, the col-
umn change is equal in the two CTMs, and further away from the
source the perturbation is larger in the LMDzINCA model. This
is in agreement with the results of Hauglustaine et al. (2004) in-
dicating an efficient large-scale transport and mixing simulated
by the LMDz model.

The reason for the generally steeper gradients in the UiO
model is probably a combination of chemistry, meteorological
input data, differences in the numerical advection schemes and
mixing (convection, boundary layer). Differences in the tracer
transport (meteorological input data and numerical advection
schemes) can be identified as the main cause since plots of the
column CO change in the CO-Asia case show a very similar
pattern to the column ozone change in the NOx-Asia case. Due
to its relatively long lifetime compared with characteristic trans-
port times out of the source regions, the CO perturbations in the
CO-Asia case can be viewed almost as an inert tracer experi-
ment. Also, there are no indications of significant differences in
the loss of CO (by comparing the methane lifetimes, see next
section). The inclusion of NMHC chemistry in the UiO model
could contribute to the steeper ozone gradient in this model,
since short-lived hydrocarbons that are a major source of peroxy
radicals, which together with NOx drive ozone production in the
source region. Compensating for the missing NMHCs in LMDz-
INCA by adding an extra CO source leads to more widespread
ozone production. Working in the other direction, the higher hor-
izontal resolution of the LMDzINCA model should enhance the
ability of this model to keep steep gradients compared with the
UiO model. Also, the generally higher background NOx con-
centrations in the PBL in the UiO model should make the ozone
production efficiency of additional NOx lower due to non-linear
chemical effects (e.g. Lin et al., 1988).

Table 2. Calculated increase in tropospheric ozone mass (Tg) below
levels with background ozone concentrations less than 200 ppbv for the
two CTMs

UiO, �O3 (Tg) LMDzINCA, �O3 (Tg)

CO-Europe 0.59 0.78
CO-Asia 0.83 0.84
NOx-Europe 0.26 0.19
NOx-Asia 0.93 1.16

The total changes in tropospheric ozone mass (defined as al-
titudes below levels with ozone concentrations less than 200
ppbv as in Fig. 2) are given in Table 2. The larger increases
in ozone mass in the LMDzINCA model (except in the NOx-
Europe case) are not caused by larger changes in the regions
with maximum increases in the ozone concentrations but by a
more widespread change in ozone, also into the Southern Hemi-
sphere. The slightly higher altitude of the background 200 ppbv
ozone in LMDzINCA also makes a small contribution.

4.1. Oxidation capacity

Changing the emissions of NOx or CO also changes the oxidation
capacity of the atmosphere through changes in the abundance of
the OH radical. Increasing the CO emissions leads to less OH,
mainly by shifting the balance between the HOx (= OH + HO2)
radicals in favour of HO2 through the oxidation of CO itself by

CO + OH → CO2 + H
H + O2 + M → HO2 + M

The additional primary production of OH through the en-
hancement of ozone is not enough to counteract this. In the
cases where the NOx emissions have been increased, the OH
levels are increased with the main contributions from two fac-
tors (e.g. Poppe et al., 1993): by the enhanced primary production
by ozone photolysis, but also through a shift from HO2 to OH
through

NO + HO2 → NO2 + OH

The change in the OH concentrations causes a change in the
loss frequency of methane (�L) (i.e. the weighted global average
of the OH change) which is given by (cf. values in Table 3):

�L = − �τ0

τpert · τref

where τ ref and τ pert are the methane lifetimes in the reference
and perturbation simulations respectively, and �τ 0 is change
in methane lifetime in the perturbation cases (τ pert − τ ref). The
lifetime of methane with respect to loss by OH in the reference
case is 11.52 and 7.74 yr for the LMDzINCA and UiO models
respectively. These values more or less bracket the values given
by IPCC (2001) for seven CTMs (6.5–13.8 yr), and the range
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Table 3. Estimated changes in methane loss rate, lifetime and methane concentrations (at steady
state) caused by the CO and NOx emission perturbations

UiO LMDzINCA

�L �τ 0 �CH4 �L �τ 0 �CH4
Perturbation (10−11 s−1) (yr) (ppbv) (10−11 s−1) (yr) (ppbv)

CO-Europe −1.37 0.026 8.25 −1.71 0.072 15.3
CO-Asia −1.32 0.025 7.93 −1.64 0.069 14.6
NOx-Europe 0.36 −0.0068 −2.22 0.33 −0.014 −2.97
NOx-Asia 1.32 −0.025 −7.93 1.28 −0.054 −11.4

given by our two CTMs can thus be regarded as representative
for the current model uncertainties. Prinn et al. (2001) estimates
the lifetime of methane with respect to loss by OH to 8.9 (−1.1,
+1.4) yr, based on observations of concentration and estimates
of the emissions of CH3CCl3.

In the CO cases the LMDzINCA model gives about a 25%
larger reduction in the loss rate than the UiO model, probably
because of more widespread CO changes towards lower latitudes
in the LMDzINCA model. For the NOx cases the difference
between the models are less than 10%. Due to difference between
the lifetime of methane in the two models, the difference between
the two CTMs in �τ 0 is almost a factor 3 for the CO cases.

The changes in OH concentrations calculated by the relatively
short (less than 2 yr) CTM simulations will induce changes in
methane with an adjustment time of about 14 yr, which is sig-
nificantly longer than the CTM simulations (Prather, 1996; Wild
et al., 2001; Derwent et al., 2001). The methane changes enhance
the OH perturbation through a positive feedback. However, based
on the initial changes in methane lifetime (Table 3), the changes
in methane concentrations at steady state can be estimated even
if the CTM simulations are not run for the long period of
time (several decades) required to get to steady state for methane
(cf. Fuglestvedt et al., 1999). The estimated changes in methane
require the use of a feedback factor (or the ratio between the
adjustment time and the lifetime). This feedback factor is model
dependent, but since very costly multidecadal simulations in the
CTM are needed to calculate it, we do not have these data avail-
able from the two CTMs. Instead we have used the feedback
factor of 1.4 (IPCC, 2001) for both CTMs to derive the numbers
for �CH4 at steady state given in Table 3, using the procedure
given in Fuglestvedt et al. (1999):

�CH4 = 1.4C0
�τ0

τref

where C0 is the observed current concentration (1745 ppbv) of
methane

5. Radiative forcing

The stratosphere-adjusted radiative forcing has been calculated
for the eight ozone perturbations described in Section 4, using the
radiation codes from each of the GCMs as described in Section 3.

The 3-D ozone perturbations were interpolated from the CTM
grid to the GCM grid and added to the background ozone of each
GCM. Figures 3 and 4 present the resulting geographical distri-
butions for two emission scenarios (NOx-Asia and NOx-Europe,
respectively). The details of the spatial structure are mainly re-
flected by the respective patterns of ozone change. Hence, the
RF patterns are evidently quite similar between the different re-
alizations of the same scenario, while there are clear differences
between the different scenarios. Not surprisingly, the represen-
tation of pattern details becomes less apparent with decreasing
GCM horizontal resolution. The RF distributions due to ozone
changes arising from regional CO emissions (not shown) are even
more similar, as they are smoother due the longer lifetime of CO
in comparison to NOx (see Section 4). A number of differences
in the radiative forcing patterns are clearly caused by differences
in the basic ozone perturbation patterns, e.g. the larger gradients
along 20◦N to 30◦N in the UiO-based RF distributions of the
NOx-Europe case or the larger RF maxima at 25◦N, 110◦E show-
ing up in the UiO-based NOx-Asia scenario. Another example
is the larger RF values in the Southern Hemisphere extratropics
yielded by all GCMs from the LMDzINCA-based NOx-Asia per-
turbations. Not every feature in the distribution of column ozone
perturbations is reflected in the corresponding RF distributions.
For example, the negative ozone anomaly over northwestern
Europe simulated by the UiO model is not accompanied by a
negative RF anomaly in any of the GCMs, independent of the
latter’s resolution. Apparently, the negative ozone perturbation in
the PBL, as discussed in Section 4, dominates the ozone column
but not the net RF, which is more strongly influenced by increas-
ing long-wave RF contributions from the upper troposphere.

Background conditions such as, for example, surface albedo,
snow cover and cloud cover, are different for the various forcing
calculations, and as shown, for example, by Berntsen et al. (1997)
these can have an impact on the forcing. In addition the ozone
climatologies in the three models will differ. Hence, there is some
additional model dependency apparent in the RF patterns beyond
the differences caused by the basic ozone distributions from the
CTMs, but the effect on the forcing pattern appears slight.

The range of global-mean forcings from each of the three
codes is shown in Fig. 5 for each scenario and for each CTM.
In general, for a particular CTM ozone change, the three
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Fig. 3. Annual mean net radiative forcing
due to ozone for the NOx-Asia case as
calculated with the two CTMs and the three
GCMs.
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Fig. 4. Annual mean net radiative forcing
due to ozone for the NOx-Europe case as
calculated with the two CTMs and the three
GCMs.

forcing calculations agree reasonably well, to within about 10%
of the average of the forcings. The individual model results are
not shown, but in most cases the highest forcing comes from
ECHAM4 and the lowest from LMD. As for the differences in
the global-mean RF for the same scenario there are contribu-
tions from the differences in CTM ozone fields as well as from
the forcing calculations. For an extreme case the total differ-
ence may range up to about 30%, for example for the NOx-Asia

emission scenario the UiO/LMD pair yields a global-mean forc-
ing of 4 mW m−2 while the LMDzINCA/ECHAM4 pair yields
6 mW m−2.

The radiative forcing of the steady-state methane perturba-
tions (Table 3) is calculated by the simple formula given by
IPCC (1990):

RFss = α
[
(C0.5

ss − (C0)0.5
] − ( f (C, N0) − f (C0, N0)).
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Fig. 5. Global-mean radiative forcing for the four emission cases. For
each case, the left-hand set of symbols use the ozone changes from
LMDzINCA and the right hand set use changes from UiO. For each
scenario, the “error” bar shows the total range in the calculated ozone
forcing using the three radiative transfer schemes.

The second term on the right hand side of the equation is a
correction term for overlap with N2O. C ss is the perturbed mixing
ratio of methane at steady state (ppbv) and N is the mixing ratio of
N2O (ppbv) and C0 and N 0 are the concentrations for 1750. IPCC
(1997) gives 0.036 for α. Figure 5 shows the radiative forcings of
methane for the eight experiments. Due to the very small changes
in concentration, the effect of the non-linear relation between the
concentrations and the forcing is very small and the differences
between the forcings are proportional to the differences in the
concentration perturbations.

For the CO cases, the forcing due to methane is almost inde-
pendent of the location of the emission source, and the forcing is
of the same sign and similar size to the ozone forcing. For NOx

the methane-induced forcing is negative and, as with the ozone
itself, is strongly dependent on the location of the emissions. The
methane forcing opposes, at least on a global-mean basis, about
60–80% of the positive forcing due to ozone.

6. Surface temperature response
and climate sensitivity

A selection of ozone perturbations produced by the CTMs has
been imposed on two GCMs to simulate the equilibrium climate
response. As mentioned previously, the work here builds on a
previous study (Joshi et al., 2003) in which a wide range of
idealized forcings were imposed on three GCMs to assess the
degree to which the climate sensitivity parameter was dependent
on the nature of the forcing mechanism. Of particular relevance
is the finding of Joshi et al. (2003) that generally the sensitivity
to high-latitude forcings is greater than to low-latitude forcings
in both ECHAM4 and UREAD, supporting earlier conclusions
by Hansen et al. (1997) and Forster et al. (2000). Joshi et al.
(2003) also found that upper tropospheric ozone perturbations
tend to yield a 20–40% lower climate sensitivity. More recently,
Mickley et al. (2004) also found the climate sensitivity to both
uniform and heterogeneous ozone changes to be 25% lower than
that due to a change in carbon dioxide.

Table 4. Global-mean climate sensitivity parameter (in K (Wm−2)−1)
for selected ozone change scenarios and for globally uniform change in
either carbon dioxide or methane (see text for details). Values in
parentheses are the ratio of the climate sensitivity for the particular
case compared with the carbon dioxide value

ECHAM4 UREAD

Carbon dioxide 0.81 0.38
LMDzINCA NOx-Europe 1.14 (1.41) 0.37 (0.97)
UiO NOx-Europe 1.20 (1.48) 0.39 (1.03)
LMDzINCA NOx-Asia 0.90 (1.11) 0.32 (0.84)
LMDzINCA NOx-Asia/Europe 1.01 (1.25) 0.32 (0.84)
UiO CO-Europe 1.00 (1.23) —
UiO CO-Asia 0.90 (1.12) —
Methane 0.87 (1.08) 0.36 (0.95)

Because of limitations on computing time, it was only possi-
ble to use ozone changes from a subset of the CTM calculations.
As summarized in Table 4, four NOx scenarios were chosen to
be covered by both GCMs used for the climate simulations dis-
cussed in this paper (see Section 3); these were intended to illus-
trate the model dependency for a range of highly inhomogeneous
forcing patterns and also to test the linearity of the response. The
climate response of two CO scenarios was simulated in further
experiments, but only with ECHAM4. As already mentioned,
to ensure a statistically significant response of the change in
global-mean surface temperature from the GCMs it was neces-
sary to scale the ozone changes produced by the CTMs to give
a global-mean 1 W m−2 forcing in each of the GCMs, which
required different scaling factors due to the differences in the
original RF values for the various cases (Fig. 5). The exception
is the fourth idealized case in Table 4 in which the sum of two of
the NOx scenarios is imposed but where the ozone change giv-
ing the 1 W m−2 change is retained. Here, the main intention is
to test the additivity of the response of models when different
forcing patterns are imposed simultaneously. It turns out that the
forcing is not quite linear in ozone loading: The combined ozone
change does not generate a 2 W m−2 forcing, but the two models
give forcings of 1.84 and 1.90 W m−2, indicating a departure
from non-linearity of no more than 8%.

In most of the results presented in this section, the tempera-
ture responses have been rescaled by the inverse of the scaling
factors that were applied to the actual forcing. This gives a more
realistic indication of the response to the original emissions used
in the CTMs (Table 1), and facilitates a direct comparison of the
climate effect of equal emissions in the two regions. The fact that
departure from non-linearity is less than 8% for the case forced
with the sum of the two NOx scenarios also indicates that the
rescaling of the GCM response to the original forcing is unlikely
to be a major source of inconsistency when relating radiative
forcing and temperature response for the various scenarios.

In addition to calculating the response of climate to ozone
changes, the impact of a homogeneous change in methane is
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also computed because, as explained earlier, methane is affected
by the changed emissions. We are not aware of other GCM cal-
culations of the climate sensitivity to methane changes alone;
Wang et al. (1991, 1992) and Govindasamy et al. (2001) have
compared the climate sensitivity to increases in a range of well-
mixed greenhouse gases, compared with equivalent CO2, with
conflicting conclusions. Wang et al. (1991, 1992) showed that
the global-mean sensitivity is similar in both cases, while Govin-
dasamy et al. (2001) found that explicit consideration of the
well-mixed gases led to a 20% increase in climate sensitivity.
However, it is not possible to isolate the role of methane alone
from these calculations. In the case of UREAD, a modified radia-
tion code had to be used to include the impact of methane, which
resulted in a different climate sensitivity. We calculated the CO2

and CH4 sensitivity using this modified code. So as to allow a
comparison with the ozone experiments, we scaled the methane
sensitivity by the ratio of the CO2 forcings in the original and
modified radiation codes.

Table 4 shows the global-mean climate sensitivity for each of
the selected cases, plus the value for a globally uniform change in
carbon dioxide for reference. Comparing the two models, as we
had found in our earlier work, there is a distinct difference in the
climate sensitivities between the ECHAM4 and UREAD models.
While the ECHAM4 model is significantly more sophisticated,
it is not possible to claim that its climate sensitivity values are
more reliable. Even for CO2 forcing alone, IPCC (2001) does not
find convergence to a particular value of climate sensitivity as
models become more complex, and the UREAD model remains
in the range found in these more complex models.

Concerning the climate sensitivity of the ozone perturbations
relative to carbon dioxide, Table 4 shows that the ratio departs
from unity for both models, most markedly for ECHAM4. The
climate sensitivity in response to a homogeneous CH4 increase is
quite close to the CO2 value for two models. Within the sample of
ozone experiments there is little agreement between the models
as to how λ differs from the CO2 value, but the general tendencies
are consistent with the findings in Joshi et al. (2003).

Considering first the two European NOx scenarios, the models
show almost identical sensitivity to both the LMDzINCA and
UiO ozone changes; this is reassuring, as it indicates that the
difference in patterns of ozone change from the two CTMs does
not have much impact on climate sensitivity. For ECHAM4, the
enhanced sensitivity is consistent with the finding of Joshi et al.
(2003) that this model’s northern extratropical forcings are 40%
more effective than global forcings. In UREAD there appears
to be more of a balance between the enhanced sensitivity for
high-latitude forcings and the reduced sensitivity to tropospheric
ozone forcings (see Joshi et al., 2003); these combine to yield a
sensitivity similar to that for CO2.

For the NOx-Asia scenario, where the forcing peaks in the
northern subtropics, the sensitivity relative to CO2 is reduced
for UREAD but enhanced for ECHAM4. The ECHAM4 be-
haviour appears somewhat inconsistent with the performance of

this model in Joshi et al. (2003), where it tended to show reduced
sensitivity (compared with CO2) for a low-latitude tropospheric
ozone perturbation. However, the perturbation used in Joshi et al.
(2003) was essentially an upper tropospheric one, whereas the
patterns used here span the lower to upper troposphere. The cli-
mate sensitivity to middle and lower troposphere ozone pertur-
bations is about 10% higher than in the global CO2 case (Stuber
et al., 2001); hence, these will oppose, to some extent, the de-
creased sensitivity to upper tropospheric ozone changes.

For the combined Asia and Europe NOx case, the climate sen-
sitivity is between the two cases individually for both UREAD
and ECHAM4, as could be expected. The significantly lower cli-
mate sensitivity in the UREAD simulation, in comparison with
CO2, is consistent with the results of Mickley et al. (2004). How-
ever, it should be noted that their model as well as UREAD
both have a significantly lower resolution than ECHAM4. The
ECHAM4 model is generally more sensitive to the ozone pertur-
bations, especially in the northern extratropics. The extra sensi-
tivity to a radiative forcing that is so constrained to the Northern
Hemisphere suggests that the response of sea ice to a geograph-
ically coincident radiative forcing in the ECHAM4 model is
stronger than in UREAD. Finally, the two experiments run with
ECHAM4 for the ozone changes arising from CO emission sce-
narios also confirm the behaviour typical for this GCM: a higher
sensitivity to an extratropical (Europe) than to a tropical (Asia)
perturbation. However, the differences are not as distinct as for
the NOx scenarios, as is consistent with the smoother structure
of the ozone change and radiative forcing patterns.

The annual-mean zonally averaged surface temperature re-
sponse to ozone perturbations for the NOx-Europe cases
(LMDzINCA and UiO results) and the NOx-Asia case
(LMDzINCA only) is shown in Fig. 6. All the results show the
same pattern of enhanced warming in the northern extratropics,
consistent with our previous work, and show that the response
is much larger in the hemisphere in which the radiative forcing
occurs. The temperature response in the Southern Hemisphere
is smaller, not only because the land–sea distribution generally
favours a larger Northern Hemisphere response, but also be-
cause the forcing itself is largely constrained to the Northern
Hemisphere. The ECHAM4 model has a response in the South-
ern Hemisphere of about 40 and 70% of the global mean in
the NOx-Europe cases and NOx-Asia cases, respectively. The
response of UREAD in the Southern Hemisphere is almost in-
significant for the NOx-Europe cases, while for the NOx-Asia
case the relative response is similar to the ECHAM4 model.

Figure 7 shows the geographical distribution in surface tem-
perature response from the ECHAM4 model for the LMDzINCA
NOx-Europe and NOx-Asia cases. Beyond the strong interhemi-
spheric differences, there is little resemblance between the pat-
terns of forcing (see Figs 3 and 4) and patterns of response; this is
consistent with the view of Boer and Yu (2003) that the patterns
of climate response are more driven by model feedbacks than by
the forcing patterns. As in Fig. 6, the response for the NOx-Asia
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Fig. 6. Annually and zonally averaged surface temperature response (in
mK) for each of the driven ozone changes imposed on the two GCMs.

case generally exceeds that for the NOx-Europe case. The rela-
tive excess is strongest in low latitudes and weakest in northern
polar latitudes due to the characteristic tendency of ECHAM4 to
produce a large sea-ice response to a high-latitude forcing, which
in this case compensates for part of the larger overall response
in the NOx-Asia case.
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Fig. 7. Annually averaged surface temperature response for the
ECHAM4 model for the LMDzINCA NOx-Europe and NOx-Asia
cases.

The differences in zonal-mean surface temperature response
between the UiO- and the LMDzINCA-based ozone changes for
the European NOx emission scenarios are shown in Fig. 8. This
gives an impression of how differences between CTMs that are
forced with identical emission changes may affect the GCM re-
sults. Both GCMs agree in showing a larger temperature increase
in the UiO case due to the larger radiative forcing (about 25%)
in this case (cf. Fig. 5). The difference in the radiative forcing is
then amplified in the temperature response due to the difference
in the climate sensitivity between the two GCMs. The zonally
averaged temperature differences are more or less proportional
to the differences between the RF in the two cases; this indicates
that when averaged over large areas, the GCMs are relatively
insensitive to the details of the differences in the patterns gen-
erated by CTM when using the same emissions. The relatively
small difference in the global climate sensitivity between these
two cases (4 and 6% in the ECHAM4 and UREAD, respectively,
cf. Table 4) supports this finding.

Non-linearities may occur in the response of the GCMs for the
combined European and Asian cases. One of these has already
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Fig. 8. Difference between the annually and zonally averaged surface
temperature change (in mK) for the UiO NOx-Europe and LMDzINCA
NOx-Europe cases for the two GCMs.

Fig. 9. Relative difference between the annually and zonally averaged
surface temperature change between the sum of the responses to the
LMDzINCA NOx Europe and Asia cases, and the response when two
ozone perturbations are imposed together, for the two GCMs.

been mentioned above, which is reflected by the deviation of the
radiative forcing of the sum of ozone perturbations from the sum
of radiative forcings from each ozone perturbation. The second
possible cause of non-linearity that deserves some attention in
this context lies in the climate response of a GCM to a sum
of different radiative forcing patterns. Figure 9 shows for both
GCMs the difference between (1) the sum of the zonal-mean
surface temperature changes yielded by each of the respective
individual climate sensitivity simulations for either the NOx-
Europe or the NOx-Asia case and (2) the simulated zonal-mean
surface temperature change in response to the sum of radiative

forcings from the LMDzINCA bases European and Asian ozone
scenarios. Recall that for this experiment the response shown is
for the scaled ozone changes that yield a global-mean forcing of
1 W m−2. The indicator parameter, RNL, is calculated as

RNL = [(�T (EU) + �T (As)) − �T (EUAs)]/�T (EUAs),

where �T (EU) and �T (As) denote the response in the NOx-
Europe and NOx Asia cases individually, and �T (EUAs) de-
notes the response when the two ozone fields are imposed on the
GCMs together. In the global mean, the sum of the responses
is slightly larger than the response to the sum of the forcings in
the both models due to the lower total forcing in the combined
case. ECHAM4 shows little latitudinal structure in RNL, whilst
UREAD shows a distinct increase of RNL at higher latitudes,
indicating a higher non-linearity of feedbacks in the extratropics
than in the tropics, where the response is almost perfectly linear.
The overall conclusion is that the GCM responses are close to
linear when two perturbations are imposed simultaneously.

An important conclusion from surveying the GCM results
from the various climate sensitivity simulations is that the two
GCMs do not yield a consistent picture as to whether the climate
sensitivity to the ozone perturbation is higher or lower than that
due to carbon dioxide—ECHAM4 always produces a higher sen-
sitivity, whilst UREAD in most cases produces a lower sensitiv-
ity. This probably reflects the balance between differing strengths
of feedbacks in the two models. For ECHAM4, the enhanced
response to high-latitude forcings, and lower and middle tro-
pospheric ozone forcings (Stuber et al., 2001, 2005), appears to
dominate over the reduced response to upper tropospheric ozone
forcings, whilst in the UREAD model the reduced response to
upper tropospheric forcings seems to dominate. Hence we can-
not, with any confidence, say if, or how, the climate sensitivity
to an ozone perturbation differs from that due to carbon dioxide.
Nevertheless, the models do display a significant consistency, in
that the sensitivity to the Asian NOx emissions is about 80% of
that for the Europe NOx emissions, a fact that we will use in the
later analysis.

7. A modified GWP for NOx and CO

In the preceding sections we have demonstrated, in a quantita-
tive sense, how differences in the geographical location of the
emissions lead to differences in radiative forcing from ozone and
methane. Due to the long lifetime compared with the timescale
of the mixing of gases in the troposphere methane is well mixed,
and perturbations in methane will be smoothed out. Ozone, on
the other hand, has a response time of the order of weeks and
shows a much more spatially heterogeneous response pattern
with changes that are more confined to the regions of the emis-
sion perturbations. It was also demonstrated that the climate sen-
sitivity to ozone and methane changes is probably different, and
that it may depend on the location of the emissions for the case
of ozone. In this section we discuss the consequences of these
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findings for evaluating the global effect of NOx and CO emis-
sions in terms of a modified global warming potential (GWP).

7.1. Limitations and possible enhancements
of the GWP concept

Based on the concept of radiative forcing, the Intergovernmental
Panel on Climate Change (IPCC) has employed the metric GWP
for quantitative comparison of the potential impact of different
emissions (IPCC, 1990, 1992, 1995, 1996, 2001). The GWP is
a relative measure and is defined as the time-integrated commit-
ment to climate forcing from the instantaneous pulse release of
1 kg of a trace gas i expressed relative to that of 1 kg of the
reference gas CO2:

GWP(H )i =
∫ H

0 RFi (t) dt∫ H
0 RFCO2 (t) dt

=
∫ H

0 ai ci (t) dt∫ H
0 aCO2 cCO2 (t) dt

= AGWPi

AGWPCO2

where H is the considered time horizon and t is the time. The
terms ai and aCO2 are the radiative forcings due to an increase
of one unit in atmospheric concentration of the gas i and CO2,
respectively; ci and cCO2 are the respective time-decaying abun-
dances of pulses of the injected gases. The terms RFi and
RFCO2 are the radiative forcings due to the agents i and CO2.
The absolute global warming potential (AGWP) for gas i and
the reference gas is given by the numerator and denominator,
respectively. The climate sensitivity parameter λ does not enter
the definition of GWP. Thus, in the application of GWPs, λ is
implicitly assumed to be equal for all perturbations.

The GWP concept is well suited for gases with a sufficiently
long lifetime to be well-mixed in the troposphere. The forcing
from ozone changes is more heterogeneous than the forcing from
the more long-lived gases like CH4 and N2O. This fact, together
with the complex links between ozone formation and the precur-
sors, makes GWPs for NOx and CO uncertain and difficult to
estimate. Furthermore, the effects on O3 and CH4 depend on the
location and time of emissions. IPCC has not made firm recom-
mendations for the GWPs for CO and NOx, but did review some
recent attempts in the literature (Johnson and Derwent, 1996;
Fuglestvedt et al., 1996; Daniel and Solomon, 1998; Derwent
et al., 2001). Various approaches have been used (from simple to
more complex models), and instead of using pulses of emissions
(like in the definition of GWPs given by the IPCC) sustained (or
step) emission changes have been considered in some cases. One
additional complication related to the ozone precursors that has
not been accounted for in the studies given above is the differ-
ence in the climate sensitivity parameter for ozone perturbations
compared with CO2.

The IPCC GWPs are global with respect to the chosen key
parameter (i.e. global-mean RF) and do not take into account
the location of emissions. While this is not necessary for well-
mixed greenhouse gases, calculation of GWPs for chemically
active gases (e.g. ozone precursors) calls for a treatment of the
significance of location; cf. Sections 4, 5 and 6. Several studies
have shown how indirect RF from NOx emissions varies between
different geographical regions (Johnson and Derwent, 1996;
Fuglestvedt et al., 1999; Wild et al., 2001; Stevenson et al.,
2004), and some studies have presented estimates of regional
GWPs (Johnson and Derwent, 1996; Derwent et al., 2001).

A potential extension of the GWP concept is to account for the
fact that the climate sensitivity parameter λ may vary amongst
different climate change mechanisms (Fuglestvedt et al., 2003).
The definition of GWP could then be modified such that

GWP(H )∗ =
∫ H

0 λi RFi (t) dt∫ H
0 λCO2 RFCO2 (t) dt

= r GWP(H ) (1)

assuming that λi and λCO2 do not change over time. In the case
of source gases with indirect radiative forcing affecting both
tropospheric O3 and CH4, the RF term can be split into two
components and the GWP∗ can then be formulated as:

GWP(H )∗net

=
∫ H

0 λO3 RFO3 (t) dt + ∫ H
0 λC H4 RFC H4 (t) dt∫ H

0 λCO2 RFCO2 (t) dt

= GWP(H )∗O3
+ GWP(H )∗CH4

. (2)

In addition, the GWPs could also be modified to be based on
sustained step increases in emissions and not pulses as in the
definition given by IPCC. GWP values for sustained emissions
(denoted as SGWP in the following) exist in the literature (John-
son and Derwent, 1996; Fuglestvedt et al., 1996). The various
options for the calculation of GWPs discussed here are indicated
in Table 5. Note that sustained emission changes can be regarded
as a series of equal pulse emissions, so that the SGWP is equal
to the integral of the GWP with decreasing time horizon:

ASGWP =
∫ H

0

∫ H

t
RF(t ′, t) dt ′ dt

=
∫ H

0
AGWP(H − t) dt (3)

where H is the time horizon and RF(t ′, t) is the decaying radia-
tive forcing of a pulse emitted at time t. The details are discussed
in Appendix A. The effect of changing from pulse to sustained
GWPs, which is a genuine policy question, can be regarded as
committing future policy makers to use ever shorter time hori-
zons in their metric as the time horizon is approached. This
enhances the relative value of reducing short-lived species since
there is a increasing contribution from high GWP values with
short time horizons as (H − t) approaches zero.

Since we are using results from steady-state simulations (in
the CTMs and the GCMs) we will use the SGWPs in order to
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Table 5. Possibilities explored for the calculation of GWPs

r = 1 r �= 1

Pulse emission Standard IPCC GWPs
Sustained emissions Johnson and Derwent (1996), SGWP∗ for CO and NOx

Fuglestvedt et al. (1996) This work

account for differences in the climate sensitivity parameter λ

between the gases, i.e. the SGWP∗. The relation between pulse
and SGWPs are shown as the ratio between pulse GWPs and
SGWPs as a function of H for idealized gases with selected
lifetimes in Appendix A. (See also equations in Appendix B.)

For short lived gases the ratio is sensitive to the time horizon
and after a century the pulse GWPs are significantly lower (by
about 40%) than the sustained ones. Thus for the gases studied
here (O3 and CH4) the ratio GWP/SGWP is sensitive to horizon,
in particular for short time horizons. The SGWPs calculated
below can be used to estimate pulse-based GWPs by multiplying
the contribution from ozone (i.e. SGWP(100)O3 ) by 0.58 and the
contribution from methane by 0.64 for a time horizon of 100 yr
(cf. Fig. 13).

Using the lifetimes and changes in lifetime for CH4 for the
various cases and CTM runs given in Section 4, and a lifetime
of 3.2 months for O3 (Berntsen et al., 1997), SGWP∗ account-
ing for radiative forcing from O3 and CH4 have been calculated
(see Figs 10, 11 and 12). The excitation of the primary tropo-
spheric chemical mode (Prather, 1996; Wild et al., 2001) has
been accounted for. The details of the method for calculating
the net SGWP are given in Appendix B. Radiative forcing from
changes in stratospheric water vapour is not included in these
calculations.

A general feature for the SGWP∗ for NOx emissions in Eu-
rope and Asia is the opposing effects of O3 (warming) and CH4

(cooling) and the relatively sharp decline in the magnitude of the
O3 effect as well as in the net effect as the time horizon exceeds

Fig. 10. Calculated SGWP∗ for NOx emissions in Europe as function
of time horizon, based on results from LMDzINCA and ECHAM4.

Fig. 11. Calculated SGWP∗ for NOx emissions in Asia as function of
time horizon, based on results from LMDzINCA and ECHAM4. Note
the difference in the scale of the y-axis in Fig. 10.

a few decades. The decline in SGWP∗ is caused by the accu-
mulation of CO2 causing a steady increase of the denominator
in eq. (2). In the case of European NOx emissions, the net ef-
fect approaches zero after a few decades and for the calculations
with the LMDzINCA and UREAD the net effect is negative after
about 50 yr.

Table 7 summarizes the calculated SGWP∗ values. For NOx
emissions in Asia the effects via O3 and CH4 are larger than for
Europe. For European NOx emissions the sign of the net effect is
uncertain on a timescale of a century, while for Asian NOx emis-
sion the SGWP∗ are always positive. It should be noted that since
the climate effect of O3 from NOx emissions in Asia as calcu-
lated by UiO was not determined with the GCMs, it is assumed
that the climate sensitivity parameter derived for LMDzINCA
also applies to the results from the UiO model.

The numbers in parentheses in Table 7 are obtained by setting
r = 1, i.e. not accounting for the differences in climate sensitiv-
ity parameters. For ECHAM4 these numbers are smaller, while
for UREAD they are usually larger (cf. Table 8). In general, it
can be concluded that introducing climate sensitivity parameters
in metrics like GWP has relatively large effects on the calcu-
lated numbers. Thus, emissions of gases may be weighted quite
differently if differences in the climate sensitivity are accounted
for.

The net GWP or GWP∗ for NOx is sensitive to the balance
between the radiative forcing of ozone and methane changes
which, as shown in Fig. 5, largely oppose each other. An

Tellus 57B (2005), 4



298 T. K. BERNTSEN ET AL.

Fig. 12. SGWP∗ for CO emissions in Europe
and Asia based on UiO and ECHAM4.
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Fig. 13. Ratio between pulse-based and step-based GWPs as function
of horizon for four selected lifetimes (τ ).

Table 6. Absolute SGWP and SGWP∗ values for CO2

H (yr) SGWP SGWP∗

(W m−2 (kg yr−1)−1 yr) (K (kg yr−1)−1 yr)

ECHAM4 UREAD

20 2.912 × 10−13 2.34 × 10−13 1.11 × 10−13

100 5.185 × 10−12 4.17 × 10−12 1.97 × 10−12

Table 7. Calculated SGWP∗ values for H = 100 yr for NOx
emissions in Asia and Europe based on various combinations of
models. The parentheses show the effect of setting r = 1, i.e. not
accounting for differences in climate sensitivities. The values are given
on an N-basis. Divide by 3.28 to convert to an NO2 basis

ECHAM4 UREAD

UiO LMDzINCA UiO LMDzINCA

H = 20 yr
NOx-Europe 56 (32) 32 (15) 21 (21) 4.9 (4.4)
NOx-Asia 200 (175) 261 (230) 126 (164) 165 (213)

H = 100 yr
NOx-Europe 6.9 (1.6) −5.5 (−8.1) −1.0 (−1.3) −9.6 (−10)
NOx-Asia 25 (21) 21 (17) 9.7 (18) 2.9 (12)

important question is to what extent differences in climate sen-
sitivity can affect the degree of competition between the two
forcings. Table 8 gives the ratios between the values of λ for
O3 and CH4 used in the calculations of SGWP∗. Accounting for

Table 8. Ratio between climate sensitivity parameters used in the
calculations of SGWP∗

Ratio between sensitivity parameters

ECHAM4 UREAD

λO3 /λCH4 NOx-Europe 1.31 1.03
λO3 /λCH4 NOx-Asia 1.03 0.89

Table 9. SGWP∗ values for CO emissions in Europe and
Asia based on UiO and ECHAM4. The parentheses show
the effect of setting r = 1, i.e. not accounting for differences
in climate sensitivities

CO SGWP∗

20 yr 100 yr

CO-Europe 10.5 (8.8) 3.8 (3.2)
CO-Asia 13 (11) 4.4 (4.0)

climate sensitivity affects the weighting of the forcing by from
a few per cent up to almost 50% for O3 relative to CO2, as in
the case of European NOx emissions as modelled by UiO and
ECHAM4 (cf. Table 4). For CH4 the difference relative to CO2

is smaller (+9% for ECHAM4 and −4% for UREAD; Table 4).
The different sensitivities to O3 and CH4 are essential for the
combined temperature effect and thus for the net SGWP∗ for
NOx.

SGWP∗ values were also calculated for CO through responses
in O3 and CH4, based on the results from UiO and ECHAM4. The
net SGWP∗ for CO is always positive since the indirect effects
through O3 and CH4 work in the same direction (see Fig. 12 and
Table 9, as well as Fig. 5). Smaller differences in the chemical
response between the regions (cf. Section 4) also contribute to
make the difference between the two regions (about 20%) much
less than for NOx. The SGWP∗, including the climate sensitivity,
are 10–15% higher than the corresponding SGWP values. Based
on the differences in the climate sensitivity between the two
GCMs for both methane- as well as NOx-driven ozone changes
(Table 4), we expect that this enhancement is substantially model
dependent.
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7.2. Discussion

Our estimates of SGWP∗ indicate that NOx emitted in Europe
may have a significant climatic effect on a short timescale (years
to a few decades) but that the effect becomes small and negative
after about 50 yr. Given the large uncertainties, even the sign of
the long-term net effect is also uncertain. For NOx emitted in
Asia, however, the warming effect from ozone is more dominant
and the net effect is larger. For this region, we can with a rea-
sonable degree of confidence say that the net effect of NOx is
warming, even on a century scale.

For comparison with previous estimates of GWPs for NOx
we have done a simple conversion of our sustained SGWP∗ and
SGWP as given in Table 7 to pulse-based GWP∗ and GWP by
multiplying the contribution from ozone and methane (cf. eq.
7.2) by a GWP/SGWP factor of 0.58 and 0.64 for ozone and
methane respectively as derived from the results shown in Fig. 13
in Appendix A. Table 10 shows the net GWP∗ and GWPs for the
NOx experiments for a time horizon of 100 yr. The estimated
standard GWP values are either close to zero or negative for NOx
emissions in Europe and consistently positive for NOx emissions
in Asia across the models.

As GWPs for NOx are problematic to estimate and perhaps
also controversial (e.g. Wuebbles, 1996; IPCC, 1999) few esti-
mates are available in the literature. Johnson and Derwent (1996)
used a 2-D model to calculate (sustained) GWPs for NOx. For the
Northern Hemisphere and Southern Hemisphere, respectively,
GWPs of 16 and −33 (on N-basis i.e. per kilogram of nitrogen
in the NOX emissions) were calculated (for 100 yr). With a 3-D
Lagrangian model Derwent et al. (2001) calculated pulse-based
GWPs for the Northern Hemisphere and Southern Hemisphere,
respectively. These were subject to a scaling error for ozone and
have been reworked by Stevenson et al. (2004) to also include
an updated concentration forcing relation for methane. The re-
worked GWP100 for NOx emitted in the Northern and Southern
Hemispheres are then −1.2 and −2.9 (on N-basis). It should be
noted that Derwent et al. (2001) have only calculated GWPs for
January emission pulses, which might underestimate the posi-
tive (ozone) forcing. However, this is quite uncertain since the
seasonal cycle of the net effect is determined by complicated
interactions between chemistry, radiation and transport, as can
be seen in the results for NOx from aircraft given by Stevenson

Table 10. GWP∗ and standard GWP values (in parentheses) for NOx
and CO emissions in Europe and Asia with a 100 yr time horizon

ECHAM4 UREAD

UiO LMDzINCA UiO LMDzINCA

NOx-Europe 3.1 (0.1) −4.4 (−5.8) −1.4 (−1.6) −6.6 (−7.0)
NOx-Asia 11.2 (9.1) 7.5 (5.5) 2.7 (7.4) −2.2 (3.0)
CO-Europe 2.3 (1.9) N.A. N.A N.A
CO-Asia 2.6 (2.4) N.A. N.A N.A

et al. (2004) Here, the net RF for pulse emissions has been shown
to be negative in January and July, while it is positive for April
and October. Wild et al. (2001) have calculated pulse-based net
integrated RF for NOx emissions in various regions, using an-
nual pulse emission. Based on their numbers and an AGWP100

value for CO2 of 8.779 × 10−14 W m−2 yr (kg(CO2)/yr)−1 from
IPCC (2001), GWP100 values for NOx of −9.1 and −4.5 for
European and East Asian emissions, respectively, can be derived.
The magnitudes of our estimated GWPs are lower than the early
2-D-based estimates and in better agreement with more recent
3-D estimates. Compared with Wild et al. (2001) our results show
the same tendency with respect to regional differences, although
our results show net warming for the Asia case. The introduc-
tion of the SGWP∗ metric does not alter the picture dramatically,
but introduces a dimension which increases the variation in the
results. In spite of the differences between the various published
estimates, progress has taken place with respect to clarification
of the various dimensions and choices that are critical in the
definition and construction of global climate metrics for NOx
emission.

For CO we have only used one CTM and one GCM, which
gives us a weaker basis for judging the robustness of these esti-
mates. CO is, however, a simpler gas than NOx in the sense that
the two indirect effects (via CH4 and O3) work in the same di-
rection. We find smaller differences between the regions (of the
order of 20–30% difference between Europe and Asia) and the
obtained values are in agreement with previous studies. Convert-
ing the SGWP∗ values to GWP∗ and standard GWPs as described
for NOx above, we obtain pulse-based GWP∗(100) values of 2.3
and 2.6 and standard GWP(100) values of 1.9 and 2.4 for CO
emissions in Europe and Asia, respectively. Johnson and Der-
went (1996) used a 2-D model and calculated a GWP of 2.1
for a time horizon of 100 yr (for step changes in emissions),
taking into account responses in tropospheric O3 and methane.
Fuglestvedt et al. (1996) used a 2-D model and sustained step
emission changes and calculated SGWP values of 10, 3 and 1
for the time horizons 20, 100 and 500 yr, respectively. Daniel
and Solomon (1998) used a box model to calculate CO GWPs
based on responses in CH4 and O3. For the time horizons 20, 50
and 100 yr they calculated SGWPs in the ranges 2.8–14, 1.6–7.2
and 1–4.4, respectively, for pulse emissions of CO. With a 3-D
Lagrangian model, Derwent et al. (2001) estimated 1.6 when
responses in tropospheric ozone and methane were included for
a time horizon of 100 yr and pulse emissions. Thus, the results
presented here for CO are in broad agreement with previously
published numbers.

8. Conclusions

Two CTMs and three GCMs have been used to analyse the
impact on climate of regional emission perturbations of the
ozone precursors NOx and CO in Europe and southeast Asia.
A sequence of model calculations has been performed to
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determine the impact of the various emission scenarios, starting
with concentration changes for ozone and methane, followed
by RF and, for some selected cases, full GCM simulations of
equilibrium climate change. Finally, the results have been ag-
gregated to a global climate change metric in three ways: First,
through the application of a sustained step change in emissions
(SGWP), second through a modified concept (SGWP∗) which
includes possible differences in the climate sensitivity of ozone,
CH4, and CO2 changes and, finally, through estimated values for
the standard GWP concept.

Comparison of the two CO cases and the two NOx cases sim-
ulated by the two CTMs (a total of eight simulations) shows that,
in terms of total tropospheric ozone change, the models agree
within 30%. The agreement is better for the low-latitude (Asia)
cases. The degree of model variation between the two CTMs is in
agreement with results from Gauss et al. (2003) who compared
results for 11 CTMs simulating the ozone change between 2000
and 2100 due to the SRES A2p emission scenario. Changes in
concentrations of OH cause changes in the lifetime of methane
and thus a radiative forcing. The agreement in terms of RF of
methane between the CTMs was poorer (30–60%) than for ozone
(see Fig. 5). However, with a revised version of the LMDzINCA
model, the agreement between the models was significantly im-
proved to be at the same level as for ozone. Due to the high cost of
the GCM simulations, the results from the revised version have
not been propagated through to the GCMs. For the CO cases,
and in particular the NOx cases, both CTMs are more sensitive
to emission changes at low latitudes. In the CO cases the global
and annual mean ozone burden enhancement increases by 8 and
40% (LMDzINCA and UiO, respectively), while for the NOx
the ozone enhancement is a factor of 6.1 (LMDzINCA) and 3.6
(UiO) higher for the Asia cases.

To calculate the RF due to the ozone change, the 3-D ozone
perturbations were used as input to the radiation transfer schemes
of the GCMs. The details of the spatial structure of the result-
ing RF are mainly reflected in the respective patterns of ozone
change. For a particular CTM ozone change, the global averages
of the three forcing calculations agree reasonably well, to within
about 10% of the average of the forcings. The sensitivities to
emission perturbations at low versus high latitudes are further
enhanced when we go from ozone burden to global-mean RF.
For the CO cases the average RF (over three GCMs) is 17%
(LMDzINCA) and 56% (UiO) higher for the low-latitude per-
turbations, while for the NOx perturbations the enhancement in
RF is a factor 7.0 and 4.8 for perturbations calculated by LMDz-
INCA and UiO respectively.

A selection of ozone perturbations produced by the CTMs
has been scaled up to give a global-mean RF of 1 W m−2 and
imposed on two of the GCMs to simulate the equilibrium cli-
mate response. One model (ECHAM4) gives consistently higher
climate sensitivity to the ozone perturbations compared with
CO2, while in the other one (UREAD) there is rather a ten-
dency to give lower climate sensitivity for the ozone experiments

compared with the CO2 experiment (except in the UiO-based
NOx-Europe case). A range of different feedback processes con-
tribute to the deviation of the climate sensitivity parameter from
its value for carbon dioxide; this intermodel variability reflects
the degree to which individual feedbacks are of different im-
portance in the two GCMs. Based on these results we are not
able to conclude whether real ozone perturbations in general
have a different climate sensitivity compared with CO2 in the
real world. Further model studies, and intercomparisons, will be
needed with a wide range of GCMs. However, in both GCMs
used here, high-latitude emission perturbations lead to climate
perturbations with higher (10–30%) climate sensitivities. This
can be attributed to a stronger snow/ice response for perturba-
tions with an RF pattern displaced towards higher latitudes. An
interesting corollary of this finding is that the enhancement in
sensitivity for low-latitude perturbations found through chem-
istry and forcing could be modestly ameliorated through higher
climate sensitivity to higher-latitude emissions of short-lived
species.

The results for the radiative forcing and climate sensitivities
have been combined to study the possibilities of enhancing the
concept of GWPs to better handle forcings caused by short-lived
forcing agents (Section 7). A modified GWP for a sustained-
step emission change (SGWP∗) which includes differences in
the climate sensitivity is proposed to account for the fact that
the climate sensitivity parameter λ may vary amongst different
climate change mechanisms.

For sustained emission changes we find that the SGWP∗ for
NOx is significantly different from the SGWP value, while for
CO the effect is much less. Since both the SGWP and SGWP∗

for NOx is a difference between a positive RF from ozone and
a negative RF from methane of approximately equal magnitude,
even relatively small differences in λ can have large effects on
the SGWP∗ values. With a time horizon of 20 yr the SGWP∗ is
positive for all our NOx emission cases. For the standard time
horizon of 100 yr all calculated SGWP∗ values for NOx emis-
sions in Asia are positive, indicating a warming by enhanced
NOx emissions, while for NOx emissions in Europe only the
combination of the UiO CTM and the ECHAM GCM indicate a
warming. However, even with the compensating effect of higher
λ for RF at higher latitudes, the SGWP∗ values are significantly
higher for emissions of NOx in Asia compared with European
emissions, mainly due to the higher chemical production effi-
ciency. The calculated SGWP∗ values for the CO perturbations
(only with the UiO/ECHAM model combination) seems to be
much less regionally dependent (about 20%). The difference be-
tween the ozone perturbations in the LMDzINCA model for the
CO-Europe and CO-Asia cases is smaller than in the UiO model,
supporting this conclusion.

In terms of implications for possible inclusion of ozone pre-
cursors and short-lived species in future climate agreements,
our results support the view that, for NOx, regionally differ-
ent weighting factors for the emissions are necessary. For CO
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the results are more robust, and one global number may be
acceptable. Calculating metrics for short-lived species inherently
necessitates the use of CTMs or coupled-chemistry GCMs, and
thus the derived numbers will be more model dependent than
metrics for longer-lived species. We find that for the ozone im-
pact from NOx emissions, the CTMs (through chemical sensi-
tivity) and GCMs (through climate sensitivity) are about equal
as sources of uncertainty (or model dependency, 30–50% each),
while the calculation of RF given an ozone perturbation field
adds another 10%. For the methane effect of NOx, the differ-
ence between the GCMs is smaller (15%). Due to the fact that
the net effect is a difference between two numbers of almost equal
magnitude (at least for H = 100 yr), the uncertainty can become
substantial and become a major obstacle in a negotiation process
even if the uncertainties in the ozone and methane effects sepa-
rately appear to be acceptable. Noting that the SGWP∗ of NOx for
H = 20 yr is much less model dependent (due to the dominating
role of ozone on this timescale), a climate agreement with dual
foci on both short-term decrease in the rate of climate change
and a long-term goal on maximum level of temperature in-
crease could include NOx in the short-term perspective using the
H = 20 yr time horizon as suggested by Fuglestvedt et al. (2000).
Thus the answer to whether NOx emissions can be included in a
comprehensive approach in a climate agreement depends on the
characteristics and overall purpose of the treaty.
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10. Appendix A: Relationship between pulse
and sustained GWP

We have noted (Section 7.2) that sustained emission changes can
be regarded as a series of equal pulse emissions (sp), so that

AGWPsp =
∫ H

0

∫ H

t
RF(t ′, t) dt ′ dt

=
∫ H

0
AGWP(H − t) dt (A.1)

where H is the time horizon and RF (t ′, t) is the decaying radiative
forcing of a pulse emitted at time t. AGWP denotes standard
pulse-based absolute GWPs.

A formulation for a sustained GWP can also be derived based
on continuous emissions (ASGWP), in contrast to a series of
pulse emissions. Below we show that for a gas with a single
lifetime τ the expressions for ASGWP and AGWPsp are equal.
The concentration as a function of time for a sustained emission
change (one unit per year) is given by

�C(t) = τ (1 − e−t/τ ) (A.2)

and the ASGWP for a sustained emission change is then given
by

ASGWP =
∫ H

0
Aτ (1 − e−t/τ ) dt

= Aτ
[
H − τ (1 − e−H/τ )

]
(A.3)

where A is the radiative forcing per concentration unit.
For a series of pulse emissions (one unit emission per year),

the concentration change for each pulse (emitted at time t) is
given by

�C(t ′, t) = e−(t ′−t)/τ for t < t ′. (A.4)

The AGWPsp for this series of pulses is then given by

AGWPSP =
∫ H

0

∫ H

t
Ae−(t ′−t)/τ dt ′ dt

=
∫ H

0
At(1 − e−(H−t)/τ ) dt

= Aτ [H − τ (1 − e−H/τ )] (A.5)

which is exactly equal to the ASGWP as given by eq. (A.3).
To illustrate the difference between pulse and sustained GWPs

we have performed a calculation of GWP and SGWP for a gas
with a standard exponential decay according to e−t/τ

i . For the
reference gas CO2, the concentration response to a pulse or step
emission is more complex. In many applications in the literature
this response, R(t), derived from more complete carbon cycle
models, has been approximated by

R(t) = a0 +
∑

i

ai exp

(
− t

τi

)
. (A.6)

In this work, we use the four-term representation derived from
the Bern carbon cycle model (Joos et al., 1996) for the case
of a constant future mixing ratio. For (A.6) the coefficients are
a0 = 0.1756, a1 = 0.1375, a2 = 0.1858, a3 = 0.2423 and a4 =
0.2589. τ 1 = 421.093, τ 2 = 70.5965, τ 3 = 21.4216, τ 4 = 3.4154
(all τ values are in years). (These coefficients were provided by
F. Joos (personal communication) using the model of Joos et al.
(1996) and are a fit to the same response function as used by
IPCC (2001). See also Shine et al. (2005).) The same response
function, in a different mathematical form, was used in IPCC
(1996, 2001). Figure 13 shows the ratio between pulse GWP
and sustained GWP for idealized gases with selected lifetimes.

11. Appendix B: SGWP∗ for NOx and CO
emissions

This appendix shows how the results on chemical responses (Sec-
tion 4), radiative forcing (Section 5) and climate sensitivities
(Section 6) have been used for calculations of SGWP∗ for NOx
and CO emissions in Asia and Europe.
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The equation for the change in concentration (C) of a gas with
time, where P is emission and L is the loss rate (L = 1/τ )

dC

dt
= P − LC (B.1)

can be integrated to give

C(t) = P + �P

L
+

(
C0 − P + �P

L

)
e−t/τ (B.2)

Since P/L = C 0 and C ss = (P + �P)/L , the change in con-
centration �C(t) is then given by:

�C(t) = C(t) − C0 = (Css − C0)(1 − e−t/τ ) (B.3)

The term in the final parenthesis will describe the time evolution
of the concentration towards steady state. We have already cal-
culated �C at steady state (�C ss) and the RF it has caused, and
thus we need only the time development factor to describe the
development of the radiative forcing with time. By integrating
the latter expression for �C(t) we obtain:∫ H

0
�C(t) dt = (Css − C0)

[
H − τ (1 − e−H/τ )

]
(B.4)

and we find that the time development of the integrated RF can
be described by the term in the last parentheses in eq. (B.4). The
absolute SGWP∗ for gas CH4 can then be calculated by

ASGWP∗
i (H ) = λi RFi

[
H − τi (1 − e−H/τi )

]
(B.5)

for the various horizons.
For ozone we must modify eq. (B.3) to take into account

that in our CTM experiments we keep methane concentrations
fixed at observed current levels. This causes an artificial in-
crease/decrease in production of peroxy radicals and thus ozone
production, caused by the increase/decrease of OH through the
NOx/CO emissions. In the real situation where methane is not
fixed, the change in the production of peroxy radicals would
come back to its unperturbed values as the methane concentra-
tion approached its new steady-state level (cf. Wild et al., 2001).
Figure 14 shows a schematic illustration of the time development
of ozone in a simulation of sustained emission change of NOx.
For CO the �O3(net; ozone and methane) is above the �O3(sl;
short lived mode for ozone) The difference between �O3(sl)
and �O3(net) approaches a steady-state value with the same
time constant as the methane response (i.e. the primary mode
time constant of the system (Prather, 1996; Wild and Prather,
2000)).

Our simulations with fixed methane levels give us �O3(sl)
(Table 2), and �CH4 at steady state (Section 4.1 and Ta-
ble 3). To estimate the difference between �O3(net) and �O3(sl)
(i.e. δ�O3, the ozone perturbation caused by the reduction in
methane) when the system has reached a new steady state, we
have used results from the OXCOMP experiment (IPCC, 2001;
Gauss et al., 2003). In OXCOMP the ozone response to a 10%
enhancement in methane was calculated using six global 3-D
CTMs. We have used the average response of 0.64 DU addi-

Fig. 14. Schematic illustration of the time development of ozone and
methane in sustained emission change simulation.

tional ozone and our calculated methane response (Table 3) to
estimate δ�O3.

δ�O3 =
(

dCH4

CH4

)
thiswork

(
dO3

dCH4/CH4

)
OXCOMP

=
(

dCH4

CH4

)
thiswork

0.64 DU

0.1 (B.6)

Values of δ�O3 for the two CTMs and the four emission pertur-
bation experiments are given in Table 11.

Time development of the net ozone perturbation is then given
by

�O3(t) = �O3(sl)(1 − e(−t/τ1))

+ δ�O3(1 − e−t/τ1 )(1 − e−t/τpm ) (B.7)

where τ 1 is the assumed lifetime of ozone (0.267 yr) and τ pm is
the primary mode time constant of our system defined as τ pm =
1.4(τ + �τ 0) (cf. Section 4.1).

Based on eq. (A.6) for CO2, the change in CO2 concentration
due to a sustained step emission change can be calculated by the
convolution integral:

�C(t) =
∫ t

0
�PCO2

[
a0 +

∑
i

ai exp

(
t ′ − t

αi

)]
dt ′ (B.8)

Table 11. Calculated difference (δ�O3) in tropospheric ozone mass
(units of Tg, in % in parentheses) for the two CTMs due to the
experimental set-up keeping methane fixed

UiO, δ�O3 LMDzINCA, δ�O3

[Tg (% of �O3(sl))] [Tg (% of �O3(sl))]

CO-Europe 0.27 (46) 0.49 (63)
CO-Asia 0.26 (31) 0.47 (56)
NOx-Europe −0.072 (−28) −0.096 (−51)
NOx-Asia −0.26 (−28) −0.37 (−32)
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which can be further integrated and multiplied with λCO2 and
forcing strength A to give (assuming �P equal to unity):

ASGWP∗
CO2

= λCO2 A
∫ H

0
�C(t) dt

= λCO2 A

(
a0

1

2
H 2 +

n∑
i=1

τi ai

(
H + τi e

−H/τi
) − τi

)
(B.9)

where A is the forcing per change in mass units of CO2 in the at-
mosphere (1.98 × 10−15 W m−2 kg−1). Table 6 gives the obtained
absolute SGWP and SGWP∗ values for CO2.
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